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Abstract. HSS-based iteration methods for large systems of tensor equations T (x) = b

and Ax = T (x) + b are considered and conditions of their local convergence are pre-

sented. Numerical experiments show that for the equations T (x) = b, the Newton-HSS

method outperforms the Newton-GMRES method. For nonlinear convection-diffusion

equations the methods based on HSS iterations are generally more efficient and robust

than the Newton-GMRES method.
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1. Introduction

We consider numerical methods based on HSS iterations for two classes of tensor equa-

tions. Let us start with definitions and auxiliary results.

Definition 1.1 (cf. Refs. [14, 19, 23, 24, 29]). We say that A is a real or complex tensor

of order-m dimension-n and write A ∈ R[m,n] or A ∈ C[m,n], if its entries Ai1,...,im
, i j =

1, . . . , n, j = 1, . . . , m belong to the set of real R or complex C numbers, respectively.

Thus order-0 tensor is a scale, order-1 tensor is a vector and order-2 tensor is a matrix.

Definition 1.2 (cf. Ding & Wei [12]). A tensorA is said to be diagonal if

Ai1,...,im
= 0 for δi1,...,im

= 0,

where

δi1,...,im
=

¨
1, if i1 = i2 = · · ·= im,

0, otherwise.
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In particular, the identity (zero) tensor is the diagonal tensor, all diagonal entries of which

are equal to one (zero).

Definition 1.3 (cf. Refs. [4, 18, 26, 34]). The k-mode product of tensor A ∈ RI1×I2×···×Im

and vector x ∈ RIk denoted byA×k x , is the tensor of order-(m−1) with i1 . . . ik−1ik+1 . . . im-

components

(A×k x)i1...ik−1ik+1...im
=

Ik∑

ik=1

Ai1...ik−1ik ik+1...im
x ik

,

where k ≤ m and I j , j = 1, . . . , m are positive integers.

In what follows we use the following notations.

Notation 1. If A ∈ R[m,n] and b ∈ Rn, then

A xm :=

n∑

i1,i2,...,im=1

Ai1,i2,...,im
x i1

x i2
. . . x im

is a scale, (1.1)

�A xm−1
�

i
:=

n∑

i2,...,im=1

Ai,i2,...,im
x i2

. . . x im
is a vector, (1.2)

�A xm−2
�

i, j
:=

n∑

i3,...,im=1

Ai, j,i3,...,im
x i3

. . . x im
is a matrix.

Notations (1.1) and (1.2) are introduced by Qi [29] and have been written as

• A xm :=A×m x×m−1 x×m−2 · · ·×3 x×2 x×1 x (scale),

• A xm−1 :=A×m x×m−1 x×m−2 · · ·×3 x×2 x (vector),

• A xm−2 :=A×m x×m−1 x×m−2 · · ·×3 x (matrix)

later on — cf. [11,25,27].

Definition 1.4 (cf. Refs. [20,25,27]). The equation

A1 xm−1+A2 xm−2 +A3 xm−3+ · · ·+Am−1 x +Am = 0, A1 6= 0 (1.3)

is called a real (complex) tensor equation of order m if for all 1 ¶ i ¶ m one has Ai ∈
R
[m−i+1,n], x ∈ Rn (Ai ∈ C[m−i+1,n], x ∈ Cn), where

Ai x
m−i =Ai×m−i+1x×m−i x×m−i−1 · · ·×3 x×2 x , 1¶ i ¶ m. (1.4)

Note that tensor notations can be used to represent Taylor polynomials of multivariable

functions. Thus if Ω is a convex set and F : Ω ⊂ Rn→ Rn is a k-time differentiable function,

then we can write the Taylor’s expansion of F around x = xc ∈ Rn as

F(x) =

k∑

i=0

1

i!
F (i)(xc)(x − xc)

i + o(‖x − xc‖k)

= F(xc) + F ′(xc)(x − xc) + · · ·+
1

k!
F (k)(xc)(x − xc)

k + o(‖x − xc‖k),


