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Abstract

A new adaptive subspace minimization three-term conjugate gradient algorithm with

nonmonotone line search is introduced and analyzed in this paper. The search directions

are computed by minimizing a quadratic approximation of the objective function on special

subspaces, and we also proposed an adaptive rule for choosing different searching directions

at each iteration. We obtain a significant conclusion that the each choice of the search

directions satisfies the sufficient descent condition. With the used nonmonotone line search,

we prove that the new algorithm is globally convergent for general nonlinear functions

under some mild assumptions. Numerical experiments show that the proposed algorithm

is promising for the given test problem set.
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1. Introduction

Conjugate gradient (CG) methods have attracted special attention for solving nonlinear

equations and nonlinear optimization problems, especially when the dimension of the problem

is large. Due to the simplicity and limited memory requirement [1], CG methods are widely

used in many optimization fields with the following form:

min
x∈Rn

f (x) , (1.1)

where the objective function f : Rn → R is continuously differentiable.

By starting from an initial point x0 ∈ Rn, the CG methods generate a sequence {xk} as

xk+1 = xk + αkdk, k ≥ 0, (1.2)

where αk > 0 is the steplength and dk is the search direction defined by

dk+1 = −gk+1 + βkdk, d0 = −g0, (1.3)
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here gk = g(xk) = ∇f (xk) , and βk is a scalar called CG parameter.

For general objective functions, different choices for the parameter βk result in different

CG methods [2], and their theoretical properties and numerical effects can be significantly

different [3]. Some well-known choices for βk are called HS, FR, PRP, DY formula [4–8], and

are given by

βHS
k =

gTk+1yk

dTk yk
, βFR

k =
‖gk+1‖

2

‖gk‖
2 , βPRP

k =
gTk+1yk

‖gk‖
2 , βDY

k =
‖gk+1‖

2

dTk yk
,

where yk = gk+1−gk, sk = xk+1−xk and ‖.‖ denotes the Euclidean norm. More recent reviews

on nonlinear CG methods can be found in [2, 9–12].

For nonlinear CG methods, the steplength αk is usually determined by an inexact line search

technique that is essential to the global convergence of CG methods. In this paper, we use the

nonmonotone Wolfe line search proposed by Zhang and Hager (ZH) [13]:

f (xk + αkdk) ≤ Ck + δαk∇f(xk)
T
dk, (1.4)

∇f(xk + αkdk)
T
dk ≥ σ∇f(xk)

T
dk, (1.5)

where 0 < δ < σ<1 and Ck is a convex combination of the function values f(x0), f(x1), · · · , f(xk).

In this paper, we are particularly interested in three-term CG methods by using the subspace

minimization technique. To improve the efficiency of the classical CG methods, a type of three-

term CG methods have been widely studied recently. The first general three-term CG method

was proposed by Beale [14] as follows:

dk+1 = −gk+1 + βkdk + γkdt, (1.6)

where βk = βHS
k (or βFR

k , βDY
k etc.), γk is a parameter, 1 ≤ t < k.

In [15], Nazareth presented another three-term CG method where the direction is computed

as

dk+1 = −yk +
yTk yk

yTk dk
dk +

yTk−1yk

yTk−1dk−1
dk−1, (1.7)

with d−1 = 0, d0 = 0. If the objective function f(x) is a convex quadratic function, then, for

any stepsize αk, the search directions generated by (1.7) are conjugate subject to the Hessian

of f(x) even without exact line search.

More researches on three-term CG method can be referred to [16–21]. As the scale of opti-

mization problems is getting larger and larger, the subspace technique has become increasingly

favored by many researches.

Yuan and Stoer [22] put forward a search direction by using a subspace minimization tech-

nique. The direction can be expressed as follows:

dk+1 = µkgk+1 + υksk, (1.8)

where µk and υk are parameters. The corresponding method can be viewed as the subspace

minimization CG method (SMCG). This method reduces to the classical CG method if the

objective function is quadratic and the line search is exact.

In addition, based on the research of the above method, Andrei [23] proposed an acceler-

ated subspace minimization three-term CG algorithm (TTS), where the search direction dk is

computed by

dk+1 = −gk+1 + aksk + bkyk, (1.9)


