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Abstract

In this paper it is shown in two different ways that one of the family of parallel iterations
to determine all real quadratic factors of polynomials presented in [12] is Newton’s method
applied to the special equation (1.7) below. Furthermore, we apply Chebyshev’s method
to (1.7) and obtain a new parallel iteration for factorization of polynomials. Finally, some
properties of the parallel iterations are discussed.
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1. Introduction

Let F : RN — R" be a nonlinear map. Newton’s method
T =z F'(z) 'F(2) (1.1)
and Chebyshev’s method

T=ax—[I+3iF'(2)""F'(@)F (2)" F(z)] 7" F'(z) "' F(z)
= o F@) F(e) — AP (@) P (@) (F () ()’ (12)

are well known for solving nonlinear equation
F(z) =0, (1.3)

where I is the unit matrix of order N,z is an approximation of the solution z* of (1.3), ™ and
T are new approximations of z* produced by Newton’s and Chebyshev’s methods, respectively.
It is well known that the order of convergence for Newton’s and Chebyshev’s methods is 2 and
3, respectively, if F'(z*) is nonsingular.

Let

N
pt) = a,tN =, ag=1 (1.4)
v=0

be a monic polynomial of degree N = 2n. Then the convergence is quadratic or cubic, respec-
tively, if Newton’s or Chebyshev’s method is used to find one simple zero of (1.4). Many parallel
iterations have been proposed and studied to determine all zeros of (1.4) simultaneously (see

[1-(3], [51-[11])-
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In the following it is assumed that p(¢) in (1.4) is a monic polynomial of degree N = 2n
with real coeflicients. Then it can be factorized as

p(t) = [[(# = pst — 03), (1.5)

j=1

where p;,q;(j =1,2,---,n) are real.

Bairstow’s method is a well known iteration to determine one real quadratic factor of p(t)
(see [4]). Its advantages are that the computational program is simple and that the convergence
is quadratic if there are only simple or real double zeros of p(t).

From the viewpoint of linear interpolation Zheng!'?! proposed a family of parallel iterations
to determine all real quadratic factors of polynomials, which keeps the advantages of Bairstow’s
method.

Let
n 2n
g(t) = [ (# = ujt —v;) =D b > ", b = 1, (1.6)
j=1 v=0
where b, = b,(z) is the function of © = (u1,v1, -, un,v,)T € R2™. It is clear that
(P1,q1," - Pnsqn)? of (1.5) is the solution of the system of nonlinear equations

F(z) = (fix), +, fon(@))T = (ba(2) —ar, -+, ban(@) — a20)" =0 (1.7)

In section 4 of this paper it is shown in two different ways that one of the family in [12]
is Newton’s method applied to (1.7). In section 5 we apply Chebyshev’s method to (1.7) and
obtain a new parallel iteration for factorization of polynomials. For purpose of convenience
the linear interpolation operators and their properties are introduced in section 2. A simple
condition for nonsingulity of F'(z) in (1.7) is given in section 3. Finally, some properties of the
parallel iterations for factorization of polynomials are discussed in section 6.

2. Linear Interpolation Operators and Their Properties

For purposes of brevity, all formulas, sums and products involving indices %, j, k will assume
the range 1,2,---,n and v = 0,1, ---,2n, unless explicit stated otherwise. We denote [ and E
the unit matrix of order 2n and 2, respectively. And 0 will denote real zero 0 € R!, zero vector

(0,0)T € R? or null matrix <g 8), respectively, when it may not be mixed from context.

Definition [12]. Let

T; = (U,‘,Ui)T € R2, (21)
«;, B; be the zeros of
Q,‘(t) = tz — U,it — Uj. (22)
Suppose that
L(f) = L(f;zi,c;t) = L (fi@i, 0)(t — o) + 2 (fi 20, 0) (2.3)

is the linear interpolation of f(t) with nodes a;, 3;, where c € R' is a number independent of f
and t. Denote

I(fi@ie) = (W(fim,0),l(f;a5,0)T € R?, (2.4)
At = (T S L) 25)

Particularly, we denote
L(f;zst) = 1(f; 23, 05),



