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Abstract

In this paper we are concerned with the modified conjugate diréction method
for computing the pseudoinverse by using an orthogonal basis of the range space
of A. Numerical results show that the new method retains some main advantages
in terms of efficiency and accuracy. =

1. Introduction

»

The method of least squares is a standard tool for solving problems such as control,
state evaluation and identification!?!. The linear least square problem is defined as the

minimization of the norm of the residual vector
min | Az — b|j3, (1)

where A € R™*™ with rank k, b € R™ is a real vector to be approximated, and z € R"

is a real vector.

Connecting with the linear least squares problem (1), the computation of the pseu-
doinverse of A is also quite common in this context. A real n x m matrix G is called
the pseudoinverse of A if G satisfies the following conditions:

(1)AGA = A, (2)GAG =G, (3)(AG)T = AG, (4)(GA)" =GA, (2)

and can be written as
AT =G.

Thus, the least squares solution of the minimum norm of problem (1) is
| s Ath . . (3)

This solution is unique whether the problem is consistent or not.
In this paper, a class of conjugate direction method for computing the pseudoin-
verse is considered. The given method requires less computational work and has other

advantages.

* Received July 28, 1993.
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Throughout this paper, let R(-), N(-) stand for the range space and the null Spa,ce

of a matrix, respectively. R(z)' denotes an orthogonal complement of R( ) a,nd | - ||

the Euclidian vector norm.

2. The Case of the Full Rank Matrix

In this section we are concerned only with the s1mp1est case that A is an m X
m symmetric positive definite matrix. Let vectors pi1,p2, -, Pm € R™ be mutua.]ly __

' 0, i # 7,
P?Apj={ faicic.
d; #0, 1=7.

Using these vectors, we can easily obtain the sequence of matrices

conjugate, 1.e.

' Pip;
Gi = Y= 1y 2y,
J "

j=1

Due to the conjugacy of vectors pl,pg,'- -+, Pm, We have |
Gidp; =pj," 1<%, - (4)

and
GiAp; =01 454 (5)

In particular, for i = m, the matrix G, satisfies
GmAp; = P; (6) I-;_

or

Since vectors py, P2, - -, Pm are linearly independent, it follows that
GnA=1

and
G l?,

Observe that the sequence of matrices G;,1 = 1,2,---,m, are generated by the following :-
relation: o

Qe Qs @it PipL (7) -
| di -
Summanzmg, we havel®! |
Theorem 1. Let A € R™*™ be a symmetric positive definite matriz. Gweﬂ
a set of vectors pi,p2,--+,Pm € R™, which are mutually conjugate, and the mai‘ﬁ-

ces Go,G1,-++,Gm € R™*™ generated by the recurrence relation (7), then Gi 1 =



