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Abstract

In this paper, we givs a recursive algorithm for computing the woighted Moore-Fenross inverse
Ay, This method is a generalization of Groville’s method for computing Moore-Penrose inverse Af,
and the technique of its proof is new, This method suits the woighted least-squares problem.

§ 1. Introduction

| _'_[".':erughout this paper, let M and N be positive definite matrices of order m and
n respectively. Let :-‘:‘LE gm™**  Then there id a unique ma._tr'ii X cOorr® sa.tiSfjfing
 AX A=A, XAX=X, (MAX)Y'=MAX, (NXA)'=NXA. | P O
This X i¢ called the weighted M _ P inverse of A, and is denoted. by X = Airx.
Bepecially, when M =L, and N=1I,, the matrizx X satisfying (1.1) is called the
M - P inverse of 4, and is denoted by X = A", i.e., At=A4A7 1. |
In 1960, A famous recursive method for computing the M—F inverse of A was
given by Greville™. | v % | - "5 -
Let 4,€ 0™ be the submatrix of A€ O™ congisting of s first ¥ columng. For
k=2, «++, m the matrix A, is partitioned as . 3 B PR
vy i | Ap= [_A#-:L e, .
where g, i8 the &—th column of A. ¥or k=2, -+, n the vectors di and ¢y are defined
bj’ tdy= ;"_15],,, and Gﬁ=ﬂy“A]ﬁ;1d;;= (I—Ak;iﬁﬂll)ﬂ;ﬁ. 'rfhﬂﬂ_, the M-P inyerse of

Ay 18
At —diby
Aﬁ( 1 )
by

where
e {(c}‘;cﬁ) -1er  if e #0,
¥ =

(1-+didy) YA if =0

In [2, 8, 4] three different proofs for Greville’s method were presented.
Greville’s method is naftural in some applications, for example, the leagt-squares
polynomial approximation problem, regression analysis, etc™.

There are many formulas for compubing the weighted M — P inverse Aty pud
they are very complex. In thig paper, we will give a recursive algorithm for
computing Afy. This method is a generalization of Greville’s method, and the

technique of its proof is new. This method suits the weighted least—squares problem.
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§ 2. Preliminaries

In this section we will give three lemmas.

Lemmal. Let ACO?*" X = Azy; then

(i) R(X)=N-R(4"), N(X)=MN(4"),

R(X"N=MR(4), N(X")=MN(4),
_ A Py v, b Pironisy mpus .
(i) AX=A(A'MAY*A*M, XA=NA"(ANTA)Y A,
(i) (Afn)"=(4") Fann. |
- (iv) Let U € 0m5Xm=n gnd V € 00— suoh that AU =0 and AV =0; then
| I-XA=V(V'NV)"W'N, I-AX=MUU'MU)7U". |

Proof. (i) Bee [1, chap. 3]. -

(ii) and (iii) See [2, chap. 3].

(iv) By hypothesis, R(U)=N(A") and R(V)=N(4). Since V*NV is pd.,
inverse (V*NV)™ exists and is also p.d. Set V(V'NV )"V 'N=24. Then F M
idempotent, and R(E)=R(V)=N(4) and N(E)=N (V*N) = NN(V")=
N-1R(A"). Heneo V(V*NV)"V*N =Pxyy, zanan=L = Pyancan, N(A)=I—-XA. 4
similar argument shows I—-AX =M UU"MT)U".

. Lemma 2. Let ACO™ s, O gnd V € CRX87 such that

. AT =0 and AV =0. (2.1)
T hen |
(i) (Vf | MDIU ) i8 n&nﬁémgulmm.. | (2.2)
. A MR - Ay VN
(1) ( V*N 0 ) B ((U*M—iU) -ig* 0 ) !
Proof. Set X = A%y. From lemma 1, ‘we have -
N AX+ MU' M 0) U =AX+(T-AX)=1 (2.4)
and from (2.1) | .
AV VNV )™ 1=0. | - (2.5)
Since V' NXA=V"(NXA)'=V'A" XN =0,
. PNX=V'NXAX=0 (2.6)
and, obviously N ,
VNV (V*'NV) =1, _ (2.7)

Using (2.4)~—(2.7), we may obtain (2.2) and (2.8) immediately.

Ay Ase - i g . : |
Lemma 8. Let P be @ partitioned matriz which is nonsingular, and
a1 a3 |
lot the submatriz Ay also be nonsingular. Then ,
Asy  Aga By  Bag ’ | _.

where |
- By = A+ A AaBan A AT, (2.9)



