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Abstract

We propose a retrospective trust region algorithm with the trust region converging

to zero for the unconstrained optimization problem. Unlike traditional trust region algo-

rithms, the algorithm updates the trust region radius according to the retrospective ratio,

which uses the most recent model information. We show that the algorithm preserves the

global convergence of traditional trust region algorithms. The superlinear convergence is

also proved under some suitable conditions.
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1. Introduction

We consider the unconstrained optimization problem

min
x∈Rn

f(x), (1.1)

where f : Rn → R is a continuous and differentiable function. Trust region methods are well-

known methods for (1.1) (cf. [8, 10–12, 15–18]). At the k-th iteration, we construct the trust

region subproblem

min
x∈Rn

mk(x) := f(xk) + gTk (x− xk) +
1

2
(x− xk)

TBk(x− xk)

s.t. ∥x− xk∥2 ≤ ∆k, (1.2)

where gk = ∇f(xk) is the gradient of f(x) at xk, Bk is the Hessian matrix ∇2f(xk) or its

approximation, and ∆k is the trust region radius. Suppose the optimal solution of (1.2) is x∗
k.

Let dk = x∗
k − xk. Define the ratio of the actual reduction of the objective function to the

predicted reduction:

rk =
Aredk
Predk

=
f(xk)− f(xk + dk)

mk(xk)−mk(xk + dk)
.
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It plays an important role in deciding whether to accept the trial step dk and how to adjust

the trust region radius ∆k. The next iterate xk+1 is chosen as

xk+1 =

{
xk, if rk < p0,

xk + dk, otherwise,
(1.3)

where 0 ≤ p0 < 1 is a constant. In traditional trust region algorithms, the trust region radius

for the next iteration is updated as

∆k+1 ∈

{
[p2∥dk∥, p3∆k], if rk ≤ p1,

[∆k, p4∆k] , otherwise,
(1.4)

where pi are positive constants satisfying p0 < p1 < 1 and 0 < p2 < p3 < 1 < p4.

As we know, the trust region radius will be larger than a positive constant in the traditional

trust region algorithm when the algorithm converges. Note that the trial step will converge to

zero, it suffices for the convergence that the trust region radius is larger than the distance from

the iterate to the solution. In [5], Fan and Yuan proposed a novel trust region algorithm for

(1.1) with the trust region converging to zero, in which the trust region radius is taken as

∆k+1 = µk+1∥gk+1∥, (1.5)

where µk+1 is computed according to the ratio rk as follows:

µk+1 =


c0µk, if rk < p0,

c1µk, if rk ≥ p1 and ∥dk∥ >
1

2
∆k,

µk, otherwise,

(1.6)

where 0 ≤ p0 < p1 < 1 and 0 < c0 < 1 < c1 are positive constants.

Recently, Bastin et al. [1] proposed a retrospective trust region method for (1.1). The iterate

is updated according to the ratio rk as traditional trust region methods, but the trust region

radius is no longer updated according to rk. If the iteration is unsuccessful (i.e. the trial step

is not accepted), the trust region radius is reduced. Otherwise if the iteration is successful (i.e.

the trial step is accepted), the trust region radius is updated according to the retrospective

ratio defined as

r̃k =
Aredk

P̃ redk
=

f(xk)− f(xk + dk)

mk+1(xk)−mk+1(xk + dk)
, (1.7)

where the predicted reduction uses the model mk+1(x) at the new iterate rather than the model

mk(x) at the preceding iterate. If r̃k is larger than a positive constant, the trust region radius

is increased, otherwise it is unchanged or reduced. In retrospect, it might be more natural to

update the trust region radius ∆k+1 according to how well mk+1(x) predicts the value of the

objective function at the (k + 1)-th iteration. This exploits the most relevant information on

the model’s quality at the current iterate rather than at the previous iterate.

Motivated by the retrospective idea, in this paper, we present a retrospective trust region

algorithm with the trust region converging to zero for the unconstrained optimization problem.

The iterate is updated according to the ratio rk as usual, and the trust region radius is still

computed by (1.5). But the parameter µk is no longer updated according to rk. If the iteration


